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To develop a cost-effective, multimodal, data-driven tool to help individuals,
especially the elderly and immunocompromised, identify COVID-19 symptoms
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COVIDCatcher employs XGBoost to identify COVID-19 symptoms and
SVC+VGG to detect COVID-19 coughs.
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