
Q1: Question
• Problem: the elderly and immunocompromised are at 

risk for COVID-19 transmission when leaving home to 
take a COVID test; no tool exists to quickly and cheaply 
detect COVID-19 symptoms at home.  

• Goal: Develop a cost-effective, multimodal, data-driven 
tool to detect COVID-19 symptoms

Q3: Findings

Q2: Framework
1. Identify datasets for symptom and cough detection
2. Clean dataset and extract features for model
3. Build, test and evaluate multiple model and processing 

methods
4. Deploy top-performing model frameworks
5. Develop symptoms checker app: COVIDCatcher
6. Beta test and collect feedback on COVIDCatcher
7. Iterate and improve models and user experience

Q4: Conclusions
1. COVIDCatcher is the first multimodal, data-driven 

approach to evaluate COVID symptoms   
2. COVIDCatcher is free and scalable to the public
3. XGBoost and VGG+SVC are effective for COVID symptom 

and cough detection, respectively, showing >95% 
accuracy
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● 54.6 million elderly and 10 million 
immunocompromised people in the 
U.S. 

○ In-person tests present risk of 
COVID-19 exposure 

● At-home COVID-19 tests are expensive 
(>$100) and limited  

● 2.85 million global deaths from 
COVID-19, with 555k U.S. deaths  (U.S. 
Census Bureau & WHO)

● Existing solutions are either not 
data-driven (CDC), OR lack a 
human-usable or data-driven 
application 

Introduction - Problem



Introduction - Objective & Literature Review

Goal: To develop a cost-effective, multimodal, data-driven tool to help individuals, especially the elderly and 
immunocompromised, identify COVID-19 symptoms at home

Existing solutions are limited by expensive costs, delays, or lack of a real, usable application and deployment to society 

COVID-19 Antibody Tests and Their Limitations (Liu, 2021)¹
• Molecular PCR tests have high false-negative rate, high cost, need skilled workers
• Low-cost rapid antigen tests have poor sensitivity, or require more research validation

CDC COVID-19 Health Bot (CDC, 2020)²
• Open-source COVID-19 symptom checker; no guarantees on accuracy
• Simple rule-based boolean logic using handcrafted flow chart, not data-driven 

Machine learning-based prediction of COVID-19 diagnosis based on symptoms (Zoabi, 2021)³
• Gradient-boosting predictor using LightGBM Python package
• Limited by small dataset, self-reported symptoms and no edge cases for asymptomatic 

COVID-19 Cough Classification using Machine Learning and Global Smartphone Recordings
(Pahar, 2020)⁴

• ResNet50 discriminated between COVID-19 negative/positive coughs.
• Imbalanced dataset: only 92 COVID-19 positive vs. 1079 healthy subjects

Source: Pahar⁴

Source: CDC Website



Framework - Concepts & Definitions

• Data processing. Aggregate and clean data; extract important features and labels.
• Model development. Machine learning models were built and tested on the data. 

ROC AUC, recall and precision were analyzed to select the top performing model.
• Hyperparameter tuning. A grid search of model parameters was performed to find 

the optimal combination of parameters for model performance.
• XGBoost algorithm - a popular open-source implementation of the gradient 

boosted trees algorithm that uses multiple trees to increase robustness.⁵

• Gradient boosting - classification technique that utilizes an ensemble of weak 

prediction models⁵

• VGG19 - a state-of-the-art convolutional neural network, 19 layers deep⁶

• Linear SVM - Finds the hyperplane with best  margin of separation for binary 

classification, used for cough classification.

• Spectrogram -  a visual representation of the spectrum of frequencies of a signal 

as it varies with time

• Logistic Regression - predictive linear algorithm for binary classification 

• Decision Tree Classifier - predictive model that uses decision tree for classification

• Web App Development - Models were saved via Pickle and loaded to a web app in 

Heroku with remote hosting.

Figure 2. VGG19 Structure⁶ 

Figure 3. Spectrogram 
generated using Python



Framework - Methodology

Figure 4. Backend development workflow. 

Figure 5. Web App. Models were saved via Pickle and loaded to a 
web app in Heroku with remote hosting. 

Data & Backend Model Development

1. Identify, aggregate, process training data
a. 2.7 million Israeli COVID symptoms dataset 

(COVID-: 2,521,621, COVID+: 220,975)
b. 1,400 aggregated coughs: Virufy, Coswara, EPFL

2. Symptom Detection: Build + test XGBoost, Naive 
Bayes, Decision Tree, KNN, SVC, Logistic Regression 

3. Cough Detection: Design + test framework: 
spectrogram pre-processing, VGG feature extraction, 
and SVC classification; compared results with baseline 
models 

Front-End COVIDCatcher Development

Figure 6. Custom cough detection workflow.



Symptom Detection
• Task: Given a set of patient symptoms, classify a patient as 

COVID-positive or negative
• XGBoost showed top performance for COVID-19 symptom 

detection, with 96.62% accuracy
• Symptom examples: Cough, fever, headache, shortness of 

breath, sore throat, contact with COVID, and elderly

Results

Figure 7.  (a) Table of symptom classification models, (b) ROC, (c) 

Precision-Recall of candidate models, with XGBoost as top performer.

Model Accuracy ROC AUC Avg Precision 

Logistic Regression 96.16 0.8527 0.3648

K-Nearest Neighbors 96.11 0.7966 0.3688

Decision Tree 96.58 0.8907 0.4419

XGBoost 96.62 0.8924 0.4480

SVC 93.92 0.6448 0.0749

Gaussian Naive Bayes 94.27 0.8840 0.3275

(a)

(b)

All images were generated by code I wrote.

(c)



Results

All images were generated by code I wrote.

Figure 8.  (a) Table of symptom classification models, (b) ROC, (c) Precision-Recall 

of candidate models, with VGG19+SVC as top performer.

Cough Detection
● Task: Given a cough, identify if the cough is 

COVID-positive or negative 
● Spectrogram-VGG19-SVC framework outperformed 

baselines, with high accuracy of 98.84%

Model Accuracy ROC AUC Avg Precision 

Decision Tree 82.94 0.8294 0.7753

Logistic Regression 88.94 0.9355 0.8335

MLP 93.54 0.9778 0.9022

VGG19+SVC 0.9884 0.9909 0.9840

(a)

(b)

(c)



XGBoost Model Interpretability
• Kernel SHapley Additive exPlanations (SHAP)

• A permutation-based explainability method that 
measures the impact of features across the 
dataset.

• Plot ranks features by overall importance (y-axis) 
and arranges data instances as points along the 
the x-axis by the impact the feature had on 
prediction

• Fever and contact identified as having the largest 
impacts on prediction

VGG19 + SVC Model Interpretability
• Deep SHapley Additive exPlanations (SHAP)

• Regions of pixels that contributed to COVID-19 
predictions = red, and blue = healthy predictions.

• Identifies regions of cough instrumental for 
COVID-positive cough classification

Results - Model Interpretability

All images were generated by code I wrote

Figure 9. (above)

Kernel SHAP plot for the XGBoost 

symptom model reflecting the 

large impacts positive contact and 

fever have on prediction.

Figure 10. (right)
Deep SHAP plot for the VGG19 + SVC 
cough classifier. The plot show the 
model not only examining expected 
regions of the spectrogram like peaks 
and valleys, but also regions not 
immediately visible to human eye.



Beta-testing and improving results

• A survey was conducted to beta-testers to better 

understand limitations and iterate

• Feedback

• “This is something that I would use every week or 
if I’m feeling sick”

• “COVID-Catcher is creative and intuitive to use. 
Saves me money and time, and reduces 
transmission risk of me going outside”

• “I have peace of mind in checking my elderly 
parents’ symptoms with a few simple clicks, 
without even leaving the house”

• Screenshots of www.c0vidcatcher.org on the right

Findings



Direct Biomedical Applications
• A novel diagnostic that is free and scalable for elderly and immunocompromised people worldwide:

• Due to its low-cost and scalability as a software solution, COVIDCatcher can assist the elderly and 
immunocompromised globally with no user costs to understand their health symptoms via models 
informed by patient datasets.

• Assist doctors and nurses in triaging COVID-19 patients: 
• As more privacy-approved COVID symptom datasets are collected and released to the public, 

COVIDCatcher can continue to improve and become useful as a tool to assist doctors and nurses to 
quickly triage COVID-19 patients.

Limitations
• Some audio files in the dataset had background noise, which could create false positives 
• Microphone quality and audio quality may skew results
• Lack of new data for cough detection; limited # of open-source datasets 
• Israeli dataset may not represent of U.S. population; no large scale U.S. data collection + dataset for 

COVID-19

Conclusions



Conclusion

1. In order to protect high-risk elderly and immunocompromised people, I developed a low-cost multimodal machine 
learning based app for detecting COVID-19 symptoms.

2. COVIDCatcher employs XGBoost to identify COVID-19 symptoms and a custom Spectrogram+SVC+VGG framework to 
detect COVID-19 coughs.

3. XGBoost detects COVID-19 symptoms with 96.62% accuracy, and SVC+VGG detects COVID coughs with 98.84% 
accuracy

4. To date, COVIDCatcher is the first app that uses a multimodal, data-driven approach to evaluate COVID-19 
symptoms. 

5. COVIDCatcher is simple to use and scalable to the public at large, deployed to use on both mobile and computer 
browsers. Results take less than a minute, and can be used at https://www.c0vidcatcher.org
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